
Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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Abbreviation: MI, acute myocardial infarction.

aAdapted from Stukel et al.3 All data are presented as percentages. Standardized difference is the mean difference divided by the pooled SD, expressed as a

percentage.

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

cDefined as current smoker.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation.

Abbreviation: MI, myocardial infarction.

aAdapted from Stukel et al.3

bPredicted 1-year mortality was computed using the Cox proportional hazards regression model, including all baseline patient characteristics of age, sex, race,

socioeconomic status, comorbidities, and clinical presentation. Standard deviation for predicted 1-year mortality was 16.3.

cDefined as current smoker.
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Chapter 15.2: Adjusted Analyses in Studies Addressing Therapy and Harm

Thomas Agoritsas; Arnaud Merglen; Nilay D. Shah; Martin O’Donnell; Gordon H. Guyatt

Clinical Scenario

You are an emergency physician working at a secondary care hospital. The institution's board wants to provide the best possible treatments for
patients with acute myocardial infarction (MI) and is considering expanding its cardiac catheterization facility to better serve candidates for

catheterization.1 You are requested to assess the evidence regarding that decision.

You are aware of a systematic review of randomized clinical trials (RCTs) comparing a routine invasive treatment (cardiac catheterization) vs
conservative therapies (pharmacological therapy, with selective catheterization only for patients with recurrent symptoms or objective inducible

ischemia) and showing a relative decrease of 18% in mortality or MI in the more invasively treated group.2 A colleague argues that in the real world the
effect may be much larger, with as much as a 50% relative decrease, as suggested by a cohort study of more than 120 000 Medicare patients

hospitalized with MI, some of whom received invasive treatment (ie, catheterization within 30 days) and others medical treatment.3

Unsure from where best estimates of the effect of invasive vs conservative therapy should come, you review the report from the large cohort study. You
find that the investigators used several adjustment methods: multivariable risk adjustment, propensity score adjustment, propensity-based matching,
and instrumental variable analysis (IVA). These analyses showed variable results, ranging from a 16% relative reduction—very similar to that achieved
in the RCTs—to a 50% relative decrease in mortality in the more invasively treated group. You want to determine what inferences you can draw from the
RCTs as compared with the observational trials that used differing adjustment methods.

Appraising Studies on Therapy and Harm

Large randomized trials ensure that treatment and control groups are balanced with respect to factors associated with outcomes (typically age, sex,
disease severity, and comorbidity—“prognostic factors”) and thus provide the optimal approach to address questions about the benefits and harms of

interventions.4,5 However, RCTs may not be available or feasible, particularly regarding questions of harm. For example, one may be interested in long-
term outcomes years after exposure to an intervention, or in rare serious adverse effects, detection of which will require data from tens of thousands
of patients. Randomization also may be unethical, as in the study of risky behaviors. In such instances, the best evidence will come from observational
studies. Sophisticated analyses of longitudinal databases are also increasingly cited in the context of comparative effectiveness research. Enthusiasts

claim that such studies address limitations in the generalizability of RCTs and thus may provide best estimates of real-world effectiveness.6-8

However, observational designs can often produce misleading results, because real-life treatment decisions are typically influenced by patient

characteristics likely to be associated with the outcomes of interest (ie, they are likely to be prognostic factors).9,10 Sophisticated statistical adjustment
mechanisms may overcome the problems of prognostic imbalance. The purpose of this Users' Guide is to introduce the fundamental concepts and
relative merits of adjustment methods used to account for prognostic imbalance (Table 15.2-1).

Table 15.2-1.

Summary of the Main Approaches to Address Prognostic Imbalance Between Compared Groups

Description of the Approach Main Advantages Main Limitations

Traditional risk-

adjusted

regression

analysis

An analysis that examines the association

between treatment selection and the outcome of

interest

Levels the playing field across prognostic factors

between groups by creating prognostically

homogenous strata and combining results across

strata

Multivariable regression simultaneously includes

a number of prognostic factors and yields a single

estimate of treatment effect adjusted for these

factors

Long established and widely used to

adjust for confounders in

observational studies

Interpretation of treatment effects and

harms is more straightforward than

alternative approaches to adjustment

Investigators may not have

measured—or not measured

accurately—all relevant prognostic

factors

Unknown factors may bias the

results (ie, residual confounding)

Propensity

analysis

(propensity-

based matching,

propensity score

adjustment)

A process that computes and assigns to each

patient a propensity score, ie, the likelihood of

receiving an intervention given that patient's

status on measured prognostic factors

Investigators then either conduct a regression

analysis adjusting for propensity score or choose

matched pairs with the very similar propensity

score

Can better manage multiple

prognostic factors when outcome

events are few

Can transparently demonstrate

prognostic balance within deciles of

propensity to receive treatment

As with traditional regression

adjustment, does not address

residual confounding

Empirically, results are often very

similar to traditional regression

Interpretation is less intuitive

Instrumental

variable analysis

(IVA)

A method that aims to identify a variable that

would substitute for randomization by its

association with whether patients did or did not

receive the intervention

This “instrumental variable” should not be

associated with the outcome of interest other

than through the intervention under investigation

Theoretically, appropriate

instrumental variables have the

potential to adjust for unknown

prognostic factors, which is not true of

either regression or propensity

Appropriate instrumental variables

are hard to find; rely on strong

assumptions, some of which cannot

be empirically verified; are difficult to

understand

Randomized

clinical trials

(RCTs)

An experimental design in which patients are

randomly allocated either to the intervention or

to the comparator

To further minimize risk of bias, RCTs should

apply well-established bias-reducing measures (ie,

central randomization, allocation concealment,

blinding, intention-to-treat analysis, and complete

follow-up)

Optimal way to ensure that the

intervention and control groups are

prognostically balanced

Works both for known and unknown

prognostic factors

Not always feasible (eg, long-term

outcomes, rare adverse events)

Not always ethical (eg, risky

behaviors)

The Challenge of Prognostic Imbalance

Why Is It Important to Randomize?

Typical answers to this question include to reduce the risk of bias or to create groups that are “similar” or “balanced,” except for the intervention being

compared. To grasp what is at stake, consider the type of patient characteristics that should be balanced.11 Possible characteristics include age,
severity of disease (eg, cancer stage), or comorbidities. But how are these factors different from other common characteristics, such as eye or hair
color? The key difference is that the former are likely to be associated with patient's prognosis—the likelihood that patients will experience the
outcome of interest (eg, mortality or stroke)—and the latter will have no such association.

Ideally, studies evaluating interventions will compare populations identical in all prognostic factors related to the outcome, except for the intervention
under study. Whenever feasible, randomization is the optimal way to achieve such balance, not only for known but also for unknown determinants of

the outcome.9,12,13 In contrast, observational studies will invariably involve some prognostic imbalance, because patients who are selected or who self-

select for an intervention or an alternative will almost certainly differ with respect to their risk of developing the outcome.10 A crude analysis of the
study will thus produce a biased result, either overestimating or underestimating the true effect. This situation is referred to as confounding (and the

corresponding factor as a confounder11) and require an adjusted analysis.14 Confounders are factors that can affect patients' outcomes, such as age,
stage of disease (early vs late), or factors rarely measured, such as the extent of tumor invasion or the degree of adhesions or patient adherence with
the treatment.

Even if investigators accurately measure and adjust their analysis for all known prognostic factors, results may still be biased by different distributions

of unknown prognostic factors (ie, residual confounding).12,15,16 Antioxidant supplements for healthy persons represent an example: observational

studies demonstrated that individuals consuming supplements had lower rates of all-cause mortality,17,18 but RCTs revealed that this difference was
not related to their regular consumption of supplements. Rather, participants in observational cohorts who took supplements had a more favorable
set of prognostic factors (ie, they were healthier to start with). When patients were randomized to receive or not receive the supplements, thus

ensuring prognostic balance, the apparent benefit on mortality disappeared.19,20 This is not an isolated case: a recent meta-epidemiologic survey
found that observational studies from routinely collected data showed significantly (31%) more favorable mortality estimates than subsequent RCTs

(relative odds ratio [OR], 1.31 [95% CI, 1.03-1.65]).10 If no RCT is available, clinicians should consider that treatment effects are likely to be smaller—if
they exist at all—than those from observational studies.

Understanding Stratification and Adjustment

To demonstrate the fundamental logic behind adjustment, consider a hypothetical cohort study including patients with dissimilar ages in the

intervention and control group (Figure 15.2-1).11 Among the 100 patients exposed to the treatment, 80% turned out to be young, while 20% were old.
Conversely, among the 100 patients in the comparator group, 80% were old, and 20% were young. The study found 12 deaths in the intervention group
(8 young and 4 old patients) and 18 in the control group (2 young and 16 old patients). Overall, the relative risk of dying with the treatment compared
with the control was therefore 0.67 (12%/18%). One possible interpretation is that the treatment is effective, resulting in a 33% relative reduction in the
outcome of interest. However, age is associated with the risk of death, is not distributed equally in the intervention and control groups, and thus is a
likely confounder.

Figure 15.2-1.

Demonstration of Effect of Adjustment for Age on Observed Relative Risk

Example adapted from Kennedy et al.11 RR indicates relative risk.

One simple way to determine the true benefit is to calculate the effect estimates separately for the 2 prognostic groups, then combine the results
across strata (Figure 15.2-1). When restricting the analysis to the young, the mortality rate was 10% in both the intervention group (8/80) and control
group (2/20), resulting in a relative risk of 1.0 (10%/10%). As expected, the mortality rates were higher among the old patients but again similar across
the intervention (4/20) and control group (16/80), resulting again in a relative risk of 1.0 (20%/20%) (Figure 15.2-1).

Because the intervention group was on average younger and thus at lower risk of dying, the unadjusted analysis spuriously favored the intervention.
However, the unconfounded analysis resulted in groups that were more similar to one another than before the stratification, creating 2 comparisons in
which groups were homogeneous for the prognostic factor, age. Combining the intervention effects across groups provided an adjusted relative risk of

1.0, showing that the intervention actually had no effect on mortality.11 Adjustment can also work the other way around, by increasing or revealing an
association when the unadjusted analysis showed little or no apparent effect.

Extending the example, consider that the 2 groups also differ in the proportion of patients with diabetes. If that is the case, 4 strata are required to
achieve prognostic balance: young and diabetic; young and nondiabetic; old and diabetic; old and nondiabetic. Add another prognostic variable that
differs between the groups—presence or absence of hypertension, for instance—and the number of required strata increases to 8. The number of
strata will increase further with any additional factors requiring adjustment.

Commonly Used Risk-Adjusted Analysis

When there are multiple prognostic factors to account for, simple stratification becomes impractical to report and interpret, because of the increasing
number of strata, and adjustment requires more sophisticated methods, such as multivariable regression analysis. A risk-adjusted regression model is

a single equation that predicts the outcome of interest, usually referred to as the dependent variable.21 The variables that predict or determine the
outcome (ie, independent variables) will include the intervention (eg, a drug or surgical intervention) and potential confounders (eg, age, sex, disease
severity) that can also influence the outcomes (Figure 15.2-2). Although such analysis requires computer-based computation using statistical software,
the adjustment principle remains the same: creating groups that are prognostically balanced, generating estimates in those groups, and combining
results across groups. The regression model thus levels the playing field by holding all confounders constant and yields a single estimate of effect that
is independent of those confounders.

Figure 15.2-2.

Prognostic Factors in a Study of Therapy or Harm

Prognostic factors become confounders when they are associated with the likelihood that a patient receives an intervention or a comparator and also
associated with the likelihood of experiencing the outcome of interest. Known confounding variables are amenable to an adjusted analysis. Unknown
confounders are also associated with both the likelihood of receiving the intervention and with experiencing the outcome but are not amenable to an
adjusted analysis.

The choice of regression model depends on the nature of the outcome or dependent variable. Dichotomous variables are those that are present or
absent (such as mortality or stroke), require logistic regression, and express the effect estimate as the adjusted ORs of the outcome. For instance, an
OR of 0.5 for mortality means that the odds of dying in the intervention group are half those in the control group. For continuous variables, such as
body weight, systolic blood pressure, or quality-of-life scores, investigators perform adjustment using linear regression, and the effect estimate is an

adjusted absolute reduction (eg, so many pounds or kilograms less) between the intervention and control groups.22 For time-to-event survival analysis
—eg, whether an intervention delays the occurrence of an event—adjustment is commonly performed using Cox proportional hazards models, and

investigators report results as hazard ratios (HRs).23

Users’ Guide to a Risk-Adjusted Analysis

Box 15.2-1 summarizes key considerations for users appraising studies addressing therapy or harm that involve statistical adjustment. Questions focus
on the initial prognostic imbalance in observational studies, first by asking whether the investigators identified all known prognostic factors for the
outcome of interest and second by asking whether these outcomes were accurately measured.

Box 15.2-1.

Users’  Guide to an Adjusted Analysis

Did the investigators identify all known prognostic factors for the outcome of interest?

Did the investigators accurately measure all these prognostic factors?

Did the investigators conduct an adjusted analysis that included all these prognostic factors?

Accurate measurement of prognostic variables is important. Administrative databases are often used in observational studies since they can provide
large sample sizes, facilitating the study of rare events. However, they are often limited in the quality and depth of their data on patients’

characteristics.14 For instance, in a study assessing the accuracy of electronic reporting compared with manual chart review for patients with diabetes,

electronic databases substantially underestimated the provision of appropriate asthma medication and overestimated rates of cholesterol control.24

Prognostic variable accuracy is usually more problematic when evidence comes from existing databases collected for administrative reasons (eg,
billing) rather than collected prospectively to address the clinical question at hand.

The last criterion focuses on the analysis: it is of little use to accurately collect information on prognostic variables unless the information is
incorporated in an adjusted analysis. One common question asked regarding regression analysis is how many variables can be included. The answer
depends on how many outcome events (such as the number of deaths) occur in the study (ie, the number of events per variable). This technical
question is beyond the scope of this Users’ Guide and has no definitive answer. However, the more variables investigators adjust for, the more
outcome events are required for the regression analysis to function properly. If investigators adjust for too many variables, chance differences in just a

few patient observations could lead to very different, and in fact misleading, results.25-27

Applying the Guide to the Clinical Scenario

In the cohort study of 122 124 patients who had an MI, about 60% received invasive therapy and 40% conservative therapies. The distributions of key
prognostic factors differed substantially between the 2 groups (Table 15.2-2, columns 2 and 3): patients who received cardiac catheterization were
younger, more likely male, had lower MI severity (ie, fewer participants with shock and fewer with hypotension), and were more likely admitted to high-

volume hospitals. To adjust for this prognostic imbalance, the investigators examined 65 variables potentially associated with post-MI mortality,3,28

including patient characteristics (eg, age, sex), presentation characteristics (eg, MI location, heart failure), comorbidities (eg, diabetes, hypertension),
and hospital characteristics (eg, volume, teaching status). Although this list included a large number of prognostic factors, some may still be missing or
not measured, such as alcohol use or chronic inflammatory diseases (eg, chronic obstructive pulmonary disease, rheumatoid arthritis), and some may
be suboptimally measured, leading to residual confounding. For instance, although people with the same zip code have very different incomes, the
investigators adjusted for socioeconomic level by zip code median social security income. Trained abstractors acquired data from hospital records and
used data from Medicare mortality data with follow-up over 7 years to ensure that patient information was as accurate as possible (Box 15.2-1, second
criterion).

Table 15.2-2.

Example of the Impact of Propensity Matching on Distributions of Patient Characteristics in a Cohort Studya

Characteristic No. (%)

Received Cardiac Catheterization Within 30 Days
Unmatched Patients Receiving Cardiac

Catheterization (n = 42 045)

Overal l  Cohort
Propensity-Based

Matched Cohort

No (n = 48

886)

Yes (n =

73 238)

No (n = 31

193)

Yes (n = 31

193)

Predicted 1-y mortality, mean

(SD)b

32.3 (18.3) 20.9 (13.3) 26.8 (15.5) 27.8 (12.5) 15.8 (7.5)

Demographics

 Age, y

   65-74 40.2 64.4 45.2 45.3 78.6

   75-84 59.8 35.6 54.8 54.7 21.4

 Men 49.7 58.4 53.2 49.6 65.0

 Black race 7.5 4.8 5.7 6.6 3.5

 Social Security income≥$2600 30.0 29.7 30.2 30.2 29.2

Comorbidities

 History of angina 44.1 49.9 46.0 45.6 53.2

 Previous myocardial infarction 32.9 26.4 28.7 31.9 22.3

 Previous revascularization 17.8 20.9 18.0 20.2 21.3

 Congestive heart failure 27.2 10.4 16.6 18.3 4.6

 Diabetes mellitus 36.6 28.6 31.8 34.1 24.5

 Peripheral vascular disease 12.8 9.1 10.6 11.5 7.3

 Chronic obstructive pulmonary

disease

24.9 17.6 20.9 23.3 13.3

 Smokerc 16.1 18.0 16.5 17.0 18.8

MI clinical presentation

characteristics

 Non–ST-segment elevation

acute MI

41.8 38.9 39.8 40.1 38.0

 Shock 1.9 1.5 1.8 2.3 0.9

 Hypotension 3.5 2.3 3.1 3.6 1.2

 Received cardiopulmonary

resuscitation

1.8 1.6 2.3 3.5 0.2

 Peak creatinine kinase >1000

U/L (16.7 μkat/L)

29.1 32.4 31.7 31.8 32.9

Annual MI volume >200 patients 20.1 30.4 22.9 20.5 37.8

The investigators compared mortality rates between treatment groups using a Cox regression model and adjusted for all 65 variables. Within the first 4
years, 50 669 patients died. Before adjustment, routine invasive therapy was associated with a 63% relative decrease in mortality (HR, 0.37 [95% CI,
0.36-0.37]). Because those receiving the invasive intervention tended to be lower-risk patients, it was expected that risk adjustment would attenuate
the effect estimate: indeed it did, yielding a 49% reduction in risk associated with the invasive intervention (HR, 0.51 [95% CI, 0.50-0.52]). Despite the
extensive risk adjustment, one can still suspect that unmeasured factors, such as differences in the prevalence of alcohol use between groups, may

bias the estimate of treatment effect (ie, residual confounding).3,28 Indeed, the relative risk reduction with invasive therapy in the systematic review of

RCTs of invasive vs conservative management was 18% (OR, 0.82 [95% CI, 0.72-0.93]),2 suggesting that the adjusted estimate of an almost 50% relative
reduction remains a large overestimate. In other words, because of residual confounding, the adjusted analysis has failed to adequately account for
prognostic imbalance.

Propensity Analysis

A Focus on Treatment Selection Bias

When prognostic factors influence clinicians’ decision to prescribe—or patients’ decision to receive—a given treatment, imbalances in these
prognostic factors will bias estimates of treatment effect. Propensity analysis addresses this issue by assigning to each patient a propensity score

defined as the likelihood of being exposed to an intervention given that patient's status on measured prognostic factors.3,29

How Is the Propensity Score Derived?

Imagine a cancer drug known to have more adverse effects in elderly patients than in younger patients. With the same histological findings, clinicians
may prescribe the drug to 60% of young patients but to only 20% of older patients. By accounting for this difference in age-related propensity to
receive treatment (ie, 3 times higher in young patients vs older patients), investigators try to address this treatment selection bias.

Furthermore, patients are more likely to receive the drug if they are male, white, and have a low comorbidity score. Investigators will then construct a
logistic regression model for the propensity of receiving treatment, with age, sex, race, and comorbidity as the independent variables and receipt of
treatment (yes or no) as the dependent variable.

Investigators will then assign to each patient a propensity score according to the patient's likelihood of receiving treatment. The score will range from 0

(no chance of receiving treatment) to 1 (certain to receive treatment).30-32 An old, female, nonwhite individual with high morbidity will have the lowest
propensity score; a young, male, white individual with low comorbidity will have the highest propensity score (Figure 15.2-3).

Figure 15.2-3.

Associations in a Propensity Analysis or an Instrumental Variable Analysis

Top, Prognostic variables associated with the likelihood of receiving the intervention determine the propensity score. Such variables are also
confounding variables because they are associated with the likelihood of occurrence of the outcome of interest. Adjusted analysis can consider the
propensity score (red arrow) and potentially other confounders that are not associated with propensity to receive treatment. Models cannot consider
unknown confounders. Bottom, Purple arrow denotes that the instrumental variable is associated with whether patients receive or do not receive the
intervention of interest. The absence of arrows between the instrumental variable and the confounding variables or the outcome indicates no
association with any of these variables.

How Is Propensity Score Used to Adjust for Prognostic Imbalance?

Investigators can use the propensity score, computed as a single continuous variable ranging from 0 to 1, in different types of analyses. First, they can
conduct a regression analysis with propensity score and treatment as the independent variables. As for a risk-adjusted regression, this approach
attempts to create prognostic variable balance by comparing the outcome between the intervention and the control within groups of patients that are

homogeneous (Figure 15.2-3), in this case for their propensity to receive the intervention.31 A technical refinement of this approach that users will also
encounter in reported studies involves weighting patients by the inverse of their propensity score. With this approach, investigators try to achieve
prognostic balance by giving less weight to a patient with a higher propensity score and more weight to a patient with a lower propensity to receive

treatment. This process is similar to the use of sampling weights in surveys so that they are representative of specific populations.33-35

Alternatively, investigators conduct propensity-based matching. For each patient who received the intervention, investigators seek a patient in the

comparator group with a similar propensity score, thus simultaneously accounting for all the confounders used to create the propensity score.30,36-40

Intervention group patients without a match are discarded from the analysis. This process involves technical decisions regarding what value is close
enough (is a propensity score of 0.80 sufficiently close to 0.82 to call it a match?) as well as the matching ratio (how many comparison patients to match

each patient receiving the intervention?—1:1, 1:2, etc).37,41 Choosing strict criteria will reduce the number of matched pairs, but less strict criteria may
result in residual prognostic imbalances between treatment groups.

Box 15.2-2 summarizes key additional considerations, beyond those for any adjustment, specific to propensity analysis. To build a good propensity
score, investigators need to identify all known prognostic factors associated with both the outcome and the likelihood of being exposed to the
intervention. Regardless of the adjustment technique used, success of a propensity analysis should be judged on how well it balanced the distribution

of pretreatment confounders between the treatment and control groups.3,32,42,43

Box 15.2-2.

Users’ Guide Specific to a Propensity Analysis

Did the investigators include in the propensity score all known prognostic factors associated with both the outcome and the likelihood of being exposed to

the intervention?

Did the investigators measure those prognostic factors accurately?

Was prognostic balance achieved?

Were the distributions of prognostic factor similar across levels of the propensity score or between matched cohorts?

Back to the Clinical Scenario

In the same cohort study of patients with MI, investigators built a score predicting the propensity to receive invasive rather than conservative therapies.
They included the same 65 variables associated with outcome, as these may also influence the decision to treat invasively, and developed propensity
scores that ranged from 0 to 0.98, with average scores from 0.16 to 0.90 across propensity deciles (each decile being one-tenth of the total number of
patients).

As anticipated, 1-year predicted mortality at baseline differed across propensity scores—highest in the lowest propensity decile and progressively
lower as propensity increases, suggesting that clinicians are reluctant to pursue invasive strategies in higher-risk patients as estimated by having a
propensity closer to 0. However, within each decile, 1-year predicted mortality—reflecting baseline risk using a regression model including baseline
age, sex, race, socioeconomic status, comorbidities, and clinical presentation—was similar for invasive and conservative strategies (Table 15.2-3). For
example, in the second propensity decile (ie, with a propensity of receiving the invasive treatment ranging from 0.26 to 0.40), 1-year predicted mortality
prior to considering the treatment effect was 38.9% for the invasive strategy vs 39.2% for the conservative strategy.

Table 15.2-3.

Example of Balanced Prognosis Across Propensity Score Decilesa

Decile (Range) of Propensity Score

1 (0.00-

0.26)

2 (0.26-

0.40)

3 (0.40-

0.50)

4 (0.50-

0.58)

5 (0.58-

0.65)

6 (0.65-

0.70)

7 (0.70-

0.75)

8 (0.75-

0.80)

9 (0.80-

0.85)

10 (0.85-

0.98)

No. of Patients

No cardiac

catheterization

10021 8219 6873 5763 4834 3997 3283 2628 2060 1208

Cardiac

catheterization

2191 3993 5340 6449 7378 8215 8930 9585 10151 11006

Predicted 1-y Mortality,  %b

No cardiac

catheterization

54.5 39.2 31.8 27.5 23.4 20.0 17.3 15.3 14.0 13.6

Cardiac

catheterization

51.2 38.9 31.8 27.4 23.5 20.0 17.3 15.3 13.5 12.8

Similarly, predicted mortality in the eighth propensity decile (ie, with a propensity of receiving the intervention ranging from 0.75 to 0.80) was exactly
the same, 15.3%, in both the invasive strategy and conservative strategy groups. This similar distribution of baseline risk across each decile suggests
that propensity matching had created homogeneous prognostic strata, controlling for known confounders. Nevertheless, the results of a regression
model adjusting for propensity showed a 46% reduction in relative hazard (HR, 0.54 [95% CI, 0.53-0.55]), still far greater than the reduction from RCTs.
This is not surprising, because propensity matching cannot, any more than traditional regression, solve the problem of unmeasured confounders
(Figure 15.2-3 and Table 15.2-1).

In a second propensity analysis, investigators matched patients receiving invasive therapy to the closest control whose propensity score differed by
less than 10% among those patients within 5 years of age; the matched groups proved very similar for major prognostic features, suggesting success
for the propensity match (Table 15.2-2). Of the patients in the invasive therapy group, however, 42 045 had data discarded because investigators could
not identify control patients for these individuals, who were younger, had lower MI severity, were more likely admitted to high-volume hospitals, and
who almost invariably received catheterization (Table 15.2-2). Because the data were discarded, the comparative effect estimates, if accurate, may not
be generalizable to those individuals. Estimates from the propensity-based matching yielded a 47% reduction in hazard (HR, 0.53 [95% CI, 0.51-0.54]),
which is far greater than the benefit of the invasive strategy shown in RCTs.

Is Propensity Analysis Superior to Traditional Risk Adjustment?

The primary advantage of propensity analysis over traditional adjustment is that it summarizes treatment selection in a single variable, thus allowing a
more straightforward presentation of whether prognostic balance was achieved in matched cohort samples or in deciles of propensity score (see

previous discussion of the clinical scenario).32,42 Another technical advantage of propensity analysis is its suitability when there are fewer events per
adjustment variable. Investigators can indeed adjust for a single variable that summarizes several confounders—the propensity score—in situations in
which adjusting for the same confounders one by one may be problematic because outcome events are too few. Compared with traditional regression,

this approach actually allows less biased estimates in smaller samples with rare events.44 Moreover, propensity models are more liberal than
traditional regression with the number of factors accounted for, because their success is judged on prognostic balance achieved on the propensity
score, rather than on each confounder (a large database can include more than 100 variables in what are called high-dimensional propensity

scores).29,45-47

Consistent with theoretical mathematical models,3,42 however, empirical evidence comparing propensity score approaches with multivariate risk

adjustment show that results are usually very similar. A systematic review of 43 studies, including 78 exposure-outcome associations,42 found that 70
showed similar results between multivariate risk adjustment and propensity analysis; only 8 statistically significant associations with regression were
not observed with propensity analysis. Propensity matching provided more conservative estimates, but the difference was small—on average, 6.4%
closer to finding no difference between the treatments being compared.

In summary, propensity analysis can better deal with multiple prognostic factors when outcome events are few. Propensity analysis does not, however,

provide any further protection against residual confounding for unmeasured prognostic variables (Figure 15.2-3).48,49

Instrumental Variable Analysis

The problem with traditional observational studies is that the real-world choice of intervention or control—by clinicians, patients, or circumstances—is
often by the same clinical characteristics used as prognostic variables in these studies. Thus, there is almost always a substantial imbalance of
prognostic variables in observational studies. It would be optimal if a variable could be identified with receiving or not receiving a therapy not
associated with any prognostic factors. In theory, such a variable would operate just as randomization does and result in an unbiased comparison.

This is the logic underlying IVA, an approach initially developed in econometrics50 that is becoming more prevalent in comparative effectiveness

research.51,52

To succeed as a substitute for randomization, IVA must first meet the following conditions: the instrumental variable must be highly associated with
the likelihood of being exposed to the type of intervention received, yet not independently influence the outcome, either directly (eg, by influencing

quality of care) or by being associated with any known or unknown prognostic factors (Figure 15.2-3).3,53-55 Box 15.2-3 presents examples of
instrumental variables that have been used in practice.

Box 15.2-3.

Examples of Instrumental Variables

A systematic review of use of instrumental variable analysis in studies assessing prescription drug identified 5 types of instrumental variables.51

The first were measures of regional variation in health care: if regions vary in rates or accessibility to chemotherapy or cardiac catheterization, region could

constitute the randomization equivalent because patients in one region will get one form of care, whereas another type of care is delivered in other

regions. This mimics randomization, because the type of care delivered is a function of where a patient receives care and could be completely independent

of any clinical features the patient has that might influence treatment decisions.

The second type relates to hospital practice patterns, which also may vary with respect to use of interventions such as cardiac catheterization, but also

drug use,56 based on choices such as drug availability on the hospital formulary.

A third category of instrumental variable could be physician practice, in which preference for drug use (choice of nonsteroidal anti-inflammatory drug, for

instance) might differ.

The first 3 choices are analogous to cluster randomized trials in which the unit of randomization might include clinician practices, hospitals, or regions.

However, the instrumental variable also may be associated with individual patients, such as elements of their history unrelated to the outcome of interest

(eg, history of gout in a study related to influenza vaccination). Calendar time, such as time of approval for a drug, provides another possible instrumental

variable.

Last, some studies involve a complex combination of such variables.57,58

Appraising the Instrumental Variable

Box 15.2-4 presents a Users’ Guide focused on the 3 conditions instrumental variables must meet to succeed as randomization equivalents. First,
investigators must report the proportion of patients receiving and not receiving the intervention of interest and show that it substantially differs across
status on the instrumental variable. For example, was the drug under consideration used much more frequently when it was on the hospital formulary
(the instrumental variable) than when it was not? Empirical measures of association between the instrumental variable and the intervention can be

reported in various forms, such as risk differences, ORs, or F statistics.52,59

Box 15.2-4.

Users’  Guide to an Instrumental Variable Analysis

Is the proposed instrumental variable associated with the likelihood of being exposed to the intervention?

Did the investigators report on the empirical association?

Is the magnitude of the association sufficiently strong?

Is it very unlikely that the instrumental variable influences the outcome?

Have investigators demonstrated prognostic balance across the levels of the instrumental variable?

Second, how confident can one be that instrumental variable status does not itself influence outcome? In the example of the drug's availability on the
formulary, how confident can users be that hospitals that put the drug on the formulary are not delivering care superior (or inferior) to that delivered

by hospitals that do not put the drug on the formulary and that quality of care is not influencing outcome?53 If that were the case, there is a risk of

attributing to the drug effects that are in fact a result of other aspects of care.59

Third, investigators must demonstrate that prognostic features are similar across status on the instrumental variable—the equivalent of the
demonstration that randomization has done its job of balancing prognosis. Even if the study passes this hurdle, there is another unverifiable
assumption that will always leave one more secure with RCTs than any IVA: results will be unbiased only if unmeasured and unknown prognostic
factors are similar across instrumental variable groups (Figure 15.2-3).

In practice, reporting of IVA is often suboptimal.51,52,59 In a systematic survey including 90 studies, only 28% reported appropriate tests of the strength
of the associations between instruments and the intervention, and 49% reported associations between the instrumental variables and measured

confounders.52

How Is IVA Used to Control for Prognostic Imbalance?

Beyond the choice of an appropriate instrument, methodologists are still debating the optimal way of performing IVA.52,53,59-61 Indeed, more than 15

statistical methods are currently used,52 and their choice could lead to new sources of bias.59,62,63 However, to illustrate how one common analysis
(called “local average treatment effects”) works, compare it with that of an RCT in which all patients randomly allocated to the treatment group (100%),
and none allocated to the control group (0%), should receive the treatment. In a way, randomization acts as a perfect instrument, which controls
treatment allocation for all patients, and the difference in outcomes between these 2 groups provides an estimate of average treatment effect. In
contrast, imagine that a given IVA sorts patients into 2 groups with different treatment rates, one with higher likelihood (eg, 80%) of receiving the

treatment and the other with lower likelihood (eg, 20%), thus functioning partly as a randomizer.54 Using various statistical techniques, the IVA
estimates the treatment effect on the 60% of patients (80% minus 20%) in whom variations in the instrument actually affected the treatment rates and

hence the likelihood of being treated (whereas randomization affects treatment allocation for all patients in a trial).54,56,64 In doing so, IVA often

produces effect estimates on an absolute rather than a relative scale.3

Could one expect differences between IVA and more traditional risk-adjusted analysis? The answer is yes, at least sometimes.54,56 First, estimates of
treatment effect may be less precise, and thus less likely to be significant, because a systematic review of IVA showed they often resulted in wider

confidence intervals than traditional adjustment.52,65 Second, IVA might indeed adjust for unmeasured confounding and provide estimates closer to
the truth. However, even if an IVA meets all of the criteria in this Users’ Guide, the question of whether it has really overcome the problem of unknown
prognostic imbalance, and further whether it introduces new prognostic imbalance if outcome is associated with the instrumental variable, remains

unanswerable66,67—until investigators have conducted the corresponding RCTs providing more definitive answers.

Back to the Clinical Scenario

The investigators suggested that regional variation in 30-day cardiac catheterization rates across 566 coronary angiography service areas could serve

as instrumental variable to address prognostic imbalance between routine invasive therapy and conservative therapies.3 The analysis meets the first
criterion: cardiac catheterization rates ranged from 29% to 82% across regions and on average 43% to 65% across regional catheterization quintiles
(Table 15.2-4), demonstrating a sufficiently strong association between the instrumental variable and the intervention and suggesting that the
likelihood that a patient will receive cardiac catheterization was strongly dependent on what hospital they were in, because that hospital had a higher
likelihood of performing cardiac catheterization, irrespective of the patient's clinical condition. This assumption is supported by the observation that
prognostic factors, including predicted mortality from these factors, were very similar across catheterization quintiles (Table 15.2-4).

Table 15.2-4.

Example of Instrumental Variable Balancing Prognosisa

Quintile (Range) of Regional Cardiac Catheterization Rate, %

1 (29.2-48.1) 2 (48.2-53.0) 3 (53.1-56.3) 4 (56.4-60.2) 5 (60.3-82.3)

No. of patients 24872 24184 24718 24063 24287

Mean predicted 1-y mortality, mean (SD), %b 26.1 26.0 25.5 25.3 24.6

Demographics

 Age, y

  65-74 53.3 54.4 54.6 55.6 55.6

  75-84 46.7 45.6 45.4 44.4 44.4

 Men 53.7 54.2 55.0 55.6 56.4

 Black race 4.1 8.1 6.3 5.5 5.4

 Social Security income≥$2600 30.4 28.2 33.4 27.9 29.1

Comorbidities

 History of angina 50.1 48.3 47.8 47.6 44.0

 Previous MI 30.1 29.8 29.2 28.7 26.9

 Previous revascularization 16.5 18.6 20.8 20.2 22.1

 Congestive heart failure 18.4 18.0 17.3 16.9 15.1

 Diabetes mellitus 32.9 32.5 32.3 31.3 30.0

 Peripheral vascular disease 10.5 10.9 11.0 10.4 10.0

 Chronic obstructive pulmonary disease 21.1 20.2 20.3 20.3 20.7

 Smokerc 16.7 16.7 17.0 18.0 17.9

MI clinical presentation characteristics

 Non–ST-segment elevation acute MI 40.4 41.2 40.5 39.3 39.0

 Shock 1.6 1.6 1.6 1.7 1.7

 Hypotension 2.8 2.9 2.6 2.8 2.7

 Received cardiopulmonary resuscitation 1.6 1.7 1.7 1.8 1.7

 Peak creatinine kinase >1000 U/L (16.7 μkat/L) 30.3 30.5 30.4 31.7 32.6

However, region might affect mortality aside from the use of cardiac catheterization. High-use regions may have higher volumes, specialized staff,
superior equipment, and superior quality of care, all of which could improve outcomes that one would then falsely attribute to higher rates of invasive

management.3,43 The association between unmeasured confounders and the outcome also cannot be verified.

The results, however, may leave one ready to dismiss theoretical concerns about the degree with which IVA assumptions are actually met. The adjusted
IVA estimated a 9.7% absolute mortality reduction associated with the invasive strategy analysis, which the authors converted to a 16% relative
decrease in mortality over the 7-year follow-up (HR, 0.84 [95% CI, 0.79-0.90]). This contrasts with the 50% relative decrease observed with both risk-
adjusted and propensity-matched analyses but approximates the 18% reduction in hazard from RCTs and suggests that seeking care in a particular
region has operated as the equivalent of random allocation to invasive or conservative management strategies. Without the comparison with RCT data,
which can suggest the magnitude of residual confounding, believing the IVA results rather than standard regression or propensity analysis would be
considerably less secure (unless one was ready to assume that large treatment effects are seldom true for any study design—perhaps not an
unreasonable assumption).

Conclusions

Traditional risk adjustment in observational studies is vulnerable to differences in unmeasured or unknown prognostic factors between groups
(residual confounding) that leave the results open to bias. Propensity analysis has advantages over traditional regression-based risk adjustment, but

the advantages are small and provide little, if any, added protection against residual confounding.9 IVA has the theoretical potential of also accounting
for unmeasured confounders, and some results suggest that it may sometimes do so when used appropriately. However, IVA relies on strong
assumptions, some of which cannot be empirically verified. Comparative effectiveness research relying on observational studies using conventional or

novel adjustment procedures risks providing the misleading effect estimates seen with hormone replacement for cardiovascular risk,68,69 β-blockers

for mortality in noncardiac surgery,70 antioxidant supplements for healthy people,19,20 and statins for cancer.71,72 If RCTs cannot be conducted, it will

remain impossible to determine whether adjusted estimates are accurate or misleading.9,10,12
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